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Abstract—Hedge maximum-likelihood estimation (HMLE) overcomes the problem of the rank deficient state which is present in maximum-likelihood estimation. HMLE is the quantum version of the “add $\beta$ rule” for probability estimation. However, the parameter of $\beta$ in HMLE is random. We provide a solution to approximate the parameter $\beta$. This enables the optimal estimation of rank deficient quantum states.

I. INTRODUCTION

The fundamental building block of the quantum systems to represent the quantum information is a quantum state [1]–[3]. Quantum state tomography (QST) is a field that tells us how precisely we can tell the state by measuring it [4]–[6]. QST is the nondeterministic and classical estimation problem. Even if we have an ideal set of measurements, still we can not get the exact information about the quantum state. To gain knowledge about the true state, we require several numbers of identical copies of the same quantum state. Linear inversion is the first quantum state tomography algorithm which is used for the state estimation [7]. The problem associate with linear inversion is, it gives us sometimes a physically invalid state. To overcome this problem, the maximum-likelihood estimation (MLE) technique was introduced [8]. MLE always obtains the physical valid density matrix. It makes the negative eigenvalues to be zero which results in the rank deficient state.

The hedge maximum-likelihood estimation (HMLE) and Bayesian mean estimation (BME) [9] methods have been introduced as a substitute for MLE to resolve the rank deficient problem [10]. In this paper, We use the HMLE algorithm over the BME because of the low computational cost. HMLE is a simple algorithm to implement. The function which we maximize is the same as in MLE except for the extra hedging function. The hedging function involves the $\beta$ parameter and the numerical value of $\beta$ is completely random for the estimation of the quantum state. The performance of the HMLE depends on the parameter of $\beta$.

In this paper, we propose a method to approximate the parameter $\beta$ for the estimation of the quantum state. We first use the MLE algorithm on measurement data and calculate the entropy of the estimated state from the MLE. We use the entropy value for the $\beta$ parameter in HMLE. Our method reduces the overhead of adjusting the parameter of $\beta$ in HMLE for any quantum state.

II. HEDGE MAXIMUM LIKELIHOOD

In this section, we mathematically formulate the HMLE. Any physical density matrix is defined as

$$\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i|,$$

where $0 \leq p_i \leq 1$, $\sum_i p_i = 1$ and $|\psi_i\rangle$ are the eigenvectors.

The information we have about the physical density matrix is obtained through the measurement outcomes. The probability of getting these measurement outcomes are obtained by elementary projectors $\Pi_i = |\psi_i\rangle \langle \psi_i|$ through born’s rule

$$p_i (\rho) = tr (\Pi_i \rho).$$

The elementary projector forms the POVM. These POVM should sum to identity i.e.,

$$\sum_i |\psi_i\rangle \langle \psi_i| = I.$$

We obtain the likelihood function as

$$\mathcal{L} (\rho) = \prod_{i=1}^{N} tr (\Pi_i \rho)^{n_i},$$

where $n_i$ represents the number of times the measurement bases $\Pi_i$ is observed.

The MLE maximize eq. (4) to estimate the desired density matrix. The estimated density matrix obtained from MLE can be rank deficient. It predicts the zero probability for some measurement vector $|\psi_i\rangle \langle \psi_i|$ such that

$$\langle \psi_i | \rho | \psi_i \rangle = 0.$$ (5)

Although it is physically possible but experimentally it can not be justified by the finite amount of the data. HMLE is an alternative of MLE to overcome this problem. The HMLE function is the product of Hedge function $\det (\rho)^\beta$ with the likelihood function

$$\mathcal{L}' (\rho) = \det (\rho)^\beta \mathcal{L} (\rho),$$

where $\beta$ is a positive constant chosen randomly for the tomography of the quantum state. It should have the numerical value close to zero for the pure state while for the mixed state it should be $\frac{1}{2}$ or more. In tomography, we do not know the nature of the quantum state. We have to set the appropriate value of $\beta$ parameter by using only the measurement results. We first employ the MLE technique on measurement outcomes.
MLE estimate gives us the distribution of an unknown sample from the identical and independent measurement data to obtain the quantum state. Then we apply the HMLE algorithm on the same qubit systems. We should select some common figures of merit to see the performance of the model. Infidelity is the most common and simple figure of merit. The infidelity of an estimated quantum state \( \hat{\rho} \) from HMLE to true state \( \rho \) is given by
\[
1 - F(\rho, \hat{\rho}) = 1 - \text{tr} \sqrt{\rho \hat{\rho} \sqrt{\rho}}. \tag{10}
\]
We use the eigenvectors of the Pauli operators as basis measurements. These bases are called cubic measurements. The Pauli operators for the single-qubit system is defined as
\[
\begin{align*}
\sigma_x &= \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, & \sigma_y &= \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}, & \sigma_z &= \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}. \tag{11}
\end{align*}
\]
We have randomly generated 100 states from the haar measure and plot the average infidelity of the quantum states obtained from the HMLE using the Pauli operator as a measurement basis against the number of iterations. The parameter \( \beta \) is approximated by entropy value first before using in HMLE. From Fig. 1, we can clearly see that the \( \beta \) is the good approximation as the infidelity of HMLE is decreasing when we increase the number of copies. The shaded region represents the 20% quantile of the mean line. HMLE achieves the same state as with the BME with less computational cost.

IV. CONCLUSION

In this paper, we have shown that the entropy of the estimated quantum state of MLE provides us a good approximate of \( \beta \) parameter used in the HMLE. In the future, we can improve the performance of our algorithm by using the diagonal basis to make the HMLE adaptive algorithm.
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