Classical Simulation of Shor’s Algorithm
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Abstract—We provide the classical simulation of a compiled version of Shor’s algorithm to factor 15. The classical simulation is performed on a simulator designed on Matlab, which is capable of simulating general quantum circuits with different noise models in the circuit. In the noisy simulation, we introduce depolarizing and amplitude damping noise whose strength matches that of actual noise in the IBM quantum device. A comparison of noisy simulation and implementation on IBM quantum devices shows that the simulator closely mimics the behavior of IBM quantum devices by choosing appropriate noise strengths.

I. INTRODUCTION

Shor’s algorithm [1] is arguably the most celebrated result in the field of quantum computing. Prior to its proposal in 1994, it was known that quantum computers can provide exponential speedup in some tasks, e.g., Deucht’s algorithm. However, such practical speedup was not known for any task of practical relevance. Importance of Shor’s algorithm stems from the practical relevance of the task it performs, factoring a composite number in its primes. This problem is suspected but not proven to be NP-complete. Shor’s algorithm solves it in polynomial time; offering an exponential speedup over the best known classical algorithm.

Shor’s algorithm has direct applications in cryptography. The prime factorization ability of Shor’s algorithm has the power to move the RSA algorithm [2], widely used in modern times, to a page in a history book. The stability of RSA cryptosystem is based on the fact that it is difficult to prime factoring large numbers, and Shor’s algorithm, which processes prime factoring within the polynomial time, shakes this foundation. Google’s quantum computer research team recently claimed that it would take about 8 hours to prime factoring 2048 bits of natural number using quantum computers [3]. If this big number is really able to prime factoring within the polynomial time, shakes the stability of RSA cryptosystem and the storage space $O((\log N)^3)$ and the storage space $O(\log N)$. Similar to other quantum algorithms, Shor’s algorithm is probabilistic—the correct answer is returned with a high probability, and the probability of failure decreases as the algorithm is repeated. Shor’s algorithm takes the following steps to find the prime factors of an integer $N$ [1]:

1) We determine either $N$ is an even number or a powers of prime number. If so, prime factorization is possible in a classical way.
2) We randomly choice a number $x$ that satisfies $0 < x < N$.
3) We apply the greatest common divisor function $\gcd(x, N)$ on the given data and if
   \[
   \gcd(x, N) \neq 1, \tag{1}
   \]
   $x$ is the prime factor of $N$.
4) In case equation (1) does not hold, we find the period $r$ such that
   \[
   f(a + r) = f(a) \tag{2}
   \]
   where $f(a) = x^a \pmod{N}$.
5) We go back to the second step if either $r$ is odd or $r$ is even but
   \[
   x^{r/2} + 1 = 0 \pmod{N}. \tag{3}
   \]
6) In case $r$ is even but equation (3) does not hold, the prime of factors of $N$ are give as
   \[
   \gcd(x^{r/2} \pm 1, N). \tag{4}
   \]

Here is it important to note that not all above steps use quantum algorithms. Particularly, classical computer takes exponential time in step 4. Therefore, step 4 is reconstructed as a phase estimation problem on quantum computer, reducing the noise amplification on the quantum device.
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Fig. 1. The circuit of Shor’s algorithm implementation.
the required time to polynomial time. After that, the \( r \) is obtained with a high probability using the quantum Fourier transform.

In the later half of this section, we briefly describe phase estimation and quantum Fourier transform used in the circuit.

### A. Quantum Fourier Transform

Quantum Fourier transform (QFT) is unitary transformation of qubits. QFT and FFT are cousin relations. QFT on a set of \( N \) dimensional orthonormal basis \( |j\rangle \) is defined as:

\[
\sum_{j=0}^{N-1} \alpha_j |j\rangle \rightarrow \sum_{k=0}^{N-1} \tilde{\alpha}_k |k\rangle ,
\]

where

\[
\tilde{\alpha}_k = \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} e^{2\pi i j k/N} \alpha_j ,
\]

and \( \tilde{\alpha}_k \) is the discrete Fourier transform of the amplitude \( \alpha_k \). Since QFT is also reversible like FFT, it satisfies the following

\[
|\tilde{\phi}\rangle = F |\phi\rangle , \quad F^\dagger F = I ,
\]

where given QFT matrix \( F \) is defined as

\[
F = \frac{1}{\sqrt{N}} \sum_{j,k=0}^{N-1} e^{2\pi i j k/N} |k\rangle \langle j| .
\]

\( \phi \) can be expressed in binary, the relationship between \( |\tilde{\phi}\rangle \) and \( |\phi\rangle \) can be expressed as follows:

\[
\phi = \phi_1 \phi_2 \cdot \cdots \phi_n ,
\]

\[
0, \phi_1 \phi_2 + \phi_3 \phi_4 + \cdots + \phi_n , \]

\( 0, \phi_1 \phi_2 \cdots \phi_m = \phi_1/2 + \phi_2/4 + \cdots + \phi_m/2^{m-1+1} ,
\]

and

\[
|\phi\rangle = |\phi_1 \phi_2 \cdots \phi_n \rangle ,
\]

\[
\frac{1}{\sqrt{2^n}} (|0\rangle + e^{2\pi i 0 \cdot \phi_n} |1\rangle ) \]

\[
( |0\rangle + e^{2\pi i 0 \cdot \phi_{n-1} \phi_n} |1\rangle ) \cdots \]

\[
( |0\rangle + e^{2\pi i 0 \cdot \phi_2 \cdots \phi_n} |1\rangle ) ,
\]

where \( n \) is the number of qubits in first register. The equation (11) can be achieved using Hadamard gate and controlled-\( R_k \) gate \( R_k [6] \) where \( R_k \) is defined as

\[
R_k = \begin{pmatrix} 1 & 0 \\ 0 & e^{2\pi i / 2^k} \end{pmatrix} .
\]

At the output, we perform measurements to determine the coefficients of the computational basis.

### B. Phase Estimation

Phase estimation is used to find the eigenvalue \( \phi \), for a given unitary matrix \( U \) and eigenvector \( |u_s\rangle \) where \( U \) is

\[
U |y\rangle = |xy \mod N\rangle .
\]

We do not know eigenvector of \( U \), but we know superposition of all the eigenvector, \( [1] [6] \). Therefore, using concept of quantum parallelism, we can compute the phase of all eigenvectors in parallel. The input state passes through the controlled-\( U \) gate as follows:

\[
\frac{1}{\sqrt{2^n}} \sum_{j=0}^{2^n-1} |j\rangle |1\rangle \rightarrow \frac{1}{\sqrt{2^n}} (|0\rangle + e^{2\pi i (2^n-1 \phi)} |1\rangle ) \]

\[
(|0\rangle + e^{2\pi i (2^n-2 \phi)} |1\rangle ) \cdots 
\]

\[
(|0\rangle + e^{2\pi i (2^n \phi)} |1\rangle ) ,
\]

where \( \phi \) is phase and \( n \) is the number of qubits in first register. If the real value \( \phi \) is expressed in binary, it can be expressed as \( \phi = 0.0^s \phi_2 \cdots \phi_n \). In the first register, the integer value resulting from \( 2^m \) (where \( m \) is integer which satisfied \( 0 < m < n \)) can be ignored by multiplication of \( 2\pi \). Then result of phase estimation is same with result of QFT. Therefore, after applying inverse QFT on first register, the superposition becomes

\[
\frac{1}{\sqrt{r}} \sum_{s=0}^{r-1} |s/r\rangle |u_s\rangle ,
\]

where \( |u_s\rangle \) is eigenvector. After measuring the first register, we obtained \( |2^n \phi\rangle \) and get \( r \) with the continued fraction algorithm \( \phi = s/r \) where \( s \) is the index corresponding to state \( |2^n \phi\rangle \). This process uses classical processing.

### III. Compiled Circuit of Shor’s Algorithm

In this paper, we implement the circuit of prime factorization of \( N = 15 \) for \( x = 7 \), \( x = 11 \). Since large number of quantum gates are used to configure the phase, it is difficult to control error rate in phase estimation. Therefore, we implement Shor’s algorithm as a compiled version of the circuit that simplified the phase estimation part. The circuit is designed with both the prime factors of \( N \) and \( r \) are known. In this section, we describe the compiled circuit for \( N = 15 \) when \( x = 7 \) and \( x = 11 \) [4], [7].

#### A. Finding period \( r \), when \( N = 15 \), \( x = 7 \)

Fig. 2(a) shows the schematic of our circuit for \( N = 15 \) and \( x = 7 \) where the first part is a simplified circuit of phase estimation, and the second part is an inverse QFT. The first register contained all the states of exponent \( k \) of the power of 7 with superposition, and the second register contained the result of \( 7^l \mod 15 \), where \( k = 2^n \) and \( l \) satisfies \( 0 \leq l < k \).

After applying inverse QFT in noiseless case, we apply the measurements to determine the phase \( \phi \). Since the measurement results are \( |2^n \phi\rangle \) and the post-measurement states \( |00\rangle , |010\rangle , |100\rangle , \text{and} |110\rangle \) occur with same probability we
calculate $\phi$ corresponding to each post-measurement state as follow

$$2^3 \phi = 000_2 = 0 \rightarrow \phi = \frac{0}{8} = 0, \quad (16)$$

$$2^3 \phi = 010_2 = 2 \rightarrow \phi = \frac{2}{8} = \frac{1}{4}, \quad (17)$$

$$2^3 \phi = 100_2 = 4 \rightarrow \phi = \frac{4}{8} = \frac{1}{2}, \quad (18)$$

$$2^3 \phi = 110_2 = 6 \rightarrow \phi = \frac{6}{8} = \frac{3}{4}. \quad (19)$$

As $\phi = s/r$, we obtain $r \in \{2, 4\}$. To find the prime factors of $N$, it is necessary condition that $r$ does not hold equation (3). In our case $r = 4$ satisfies the necessary condition and finally we get factors of 15 using equation (4).

B. Finding period $r$, when $N = 15$, $x = 11$

Similar to Fig. 2(a), we design our circuit for $x = 11$ as shown in Fig. 2(b). Here, the first register contains all the states of exponent $k$ of the power of 11 with superposition, and the second qubit contained the result of $11^k \mod 15$. Following same procedure of $x = 7$, we perform the measurements after inverse QFT. The only difference is here the post-measurement states are $|00\rangle$, and $|10\rangle$ only and obtain $\phi$ from (16) and (18) followed by determining $r = 2$, respectively. Finally, we get factors of 15 using $\text{gcd}(12, 15) = 3$ and $\text{gcd}(10, 15) = 5$.

IV. SHOR’S ALGORITHM ON IBM DEVICE AND MATLAB APP DESIGNER

In this paper, the above compiled version circuit is simulated through the MATLAB App Designer, and the simulation results were verified on the IBM device. To implement real quantum computer noise, the MATLAB App Designer applied two noise channel models: depolarizing channel and amplitude damping channel [8].

A. Gate modeling

Since depolarizing channel is an isotropic noise model, it produces uniformly distributed errors. The depolarizing channel transforms the input state $\rho$ to the maximally mixed state $\pi$ through parameter $p$ and is specified by the following equation.

$$\mathcal{N}_D(\rho) = (1-p)\rho + p\pi, \quad (20)$$

Amplitude damping channel is a channel that embodies the noise that occurs when the spin state loses energy at one location and changes to another location. That is, noise generated when $|1\rangle$ changes to $|0\rangle$ is implemented. The action of the channel on the two-qubit input $\rho$ is

$$\mathcal{N}_A(\rho) = \sum_{j=0}^{1} \sum_{i=0}^{1} (K_i \otimes K_j) \rho (K_i \otimes K_j)^\dagger, \quad (21)$$

where the Kraus operator $K_0$ and $K_1$ for the one-qubit amplitude damping channel with damping parameter $\eta$ are defined as

$$K_0 = \begin{bmatrix} 1 & 0 \\ 0 & \sqrt{1-\eta} \end{bmatrix}, \quad K_1 = \begin{bmatrix} 0 & \sqrt{\eta} \\ 0 & 0 \end{bmatrix}. \quad (22)$$

B. Simulation and Validation

We implement compiled version of the Shor’s algorithm in MATLAB App Designer, and validate our results by IBM device, Melbourne. Table. I shows the gate noise parameters to implement our circuit for Shor’s algorithm on MATLAB App Designer where $U_1$ shows the unitary gate to decompose the Toffoli gate [9]. Each parameter is obtained based on results of our circuit implement on IBM device to validate our simulations. Fig. 3 shows the probabilities of post-measurement states of the implementation of compiled version of the Shor’s algorithm on MATLAB App Designer without gate noise (purple bars), IBM quantum devices (pink bars) and MATLAB App Designer with gate errors (green bars). As Toffoli gate is decomposed into Hadamard gate $H$, CNOT gate and $U_1$ to implement compiled version of Shor’s algorithm, it increase the error probability in MATLAB App Designer simulation results as compared to IBM quantum devices results (see pink and green bars in Fig. 3).

V. CONCLUSION

In this paper, we simulated compiled version circuit of the Shor’s algorithm on MATLAB App Designer and verified our
results through an IBM device. We have modelled the behavior of IBM quantum gates as ideal gates on the noisy channel and benchmark the noisy behavior of IBM device on MATLAB App Designer. Although it is a compiled circuit, it includes all the elements necessary to implement a general version of the Shor’s algorithm. The simulation result on MATLAB App Designer has similar trend with IBM quantum device as shown in Fig. 3. Currently, implementing the Shor’s algorithm for the general case is actively researched, but at the current noise level, it quickly reaches the limit of the number of gates that can obtain a reasonable result. Implementing the Shor’s algorithms through compiled circuit is a stepping stone towards the implementation of general circuit. The future work can be done to implement general circuit for any value of $N$.
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