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Abstract

To make life more automatic and easier, nowadays, the internet of things (IoT) is being applied in numerous fields, e.g., smart city, intelligent transportation, and logistic. In order to provide good quality services, IoT systems need to have high-quality sensor data. However, sensing data in IoT systems are often missing owing to various reasons (e.g., mechanical faults, loss of communications, measurement, and synchronization errors), which affect the data processing and reduces the reliability and quality of the services and applications. Therefore, missing data imputation is crucial in IoT systems. This paper proposes a data imputation method based on the tensor factorization and Bayesian approach to estimate the missing values. In addition, it takes spatial-temporal correlation between data into account and aims to minimize the error between actual and estimated sensing data.

I. Introduction

With the recent technological advancements, such as computational power, memory capacity, sensing technology, and wireless communication, Internet of things (IoT)-based applications have become applicable in a wide range of domain, e.g., healthcare, logistic, transportation, monitoring, and smart building [1]. IoT collects a large amount of data through seamless connections of a huge number of sensors and actuators with various objectives and analyzes data by utilizing fog, edge, and cloud computing to provide services to end-users [2]. However, in reality, data collection may not always be successful, i.e., data points can be missing due to various reasons (such as unreliable sensor devices, unstable network communication, synchronization problems, environmental and mechanical errors), which may decrease the reliability of the services and performance of the applications [3]. Therefore, in this paper, we aim to approximate the missing values as closely as possible to the actual values. We propose a missing data imputation framework based on the tensor factorization technique and probabilistic approach to minimize the error between predicted and actual value.

II. Tensor factorization-based data recovery

In this section, we introduce the considered system model and proposed missing data recovery framework for IoT systems. Assume that there are $K$ sensing tasks, and the location of each task from where data need to be collected is denoted by $(l_x, l_y)$ where $l_x$ and $l_y$ are the $x$-coordinate and $y$-coordinate, respectively. The tasks are performed periodically, i.e., the whole sensing period is divided into $Z$ number of timeslots, and in each timeslot, the sensing data are collected. The sensing data collected at timeslot $z (1 \leq z \leq Z)$ and location $(l_x, l_y)$ is denoted by $S_{xyz}$. Then, let’s define an observed data tensor $S \in \mathbb{R}^{K \times K \times Z}$ that contains $S_{xyz}$ and $S = S \circ I$, where $I \in \mathbb{R}^{K \times K \times Z}$ is a binary tensor that indicates which sensing task is incomplete. Our objective is to find a tensor $S'$ by deducing the missing value based on the observed data in $S$ such that the error between $S'$ and $G (G$ is a tensor, where no data is missing) is minimum. To estimate $S'$, we propose a data recovery framework based on the probabilistic perspective of the tensor factorization technique [4] in this paper.

According to tensor factorization [5], $S$ can be approximated by using the outer product of the three low-rank matrices $A \in \mathbb{R}^{D \times K}$, $B \in \mathbb{R}^{D \times K}$, and $C \in \mathbb{R}^{D \times Z}$. Therefore, by estimating these latent feature matrices,
the missing data points can be recovered. We apply the Bayesian inference approach, i.e., maximum a posteriori probability (MAP) estimate, to find the probabilistic estimation of $A$, $B$, and $C$. The prior distribution of $A$, $B$, and $C$ is a Gaussian distribution with mean $\mu$ and standard deviation $\sigma$. The conditional distribution over observed entry $\hat{x}_{xy}$ is given by the normal distribution with mean $\mu_0$ and variance $\sigma_0^2$. $\mu_0$ is the sum over the elementwise multiplication of $x$, $y$, and $z^{\text{in}}$ columns of $A$, $B$, and $C$. Then, the approximated features of $A$, $B$, and $C$ are obtained by computing MAP estimate using numerical optimization, i.e., gradient descent algorithm, with the objective of minimizing the error between approximated tensor $\hat{S}$ (composed using estimated $A$, $B$, and $C$) and $S$. However, the varying observed data scale may lead to a long execution time; thus, we scale data the data between 0 and n, where n is the upper bound.

III. Result and Analysis

In this section, the proposed approach, namely tensor factorization-based data recovery using probabilistic approach (TF-DRP), is compared with the existing method K-nearest neighbor-spatio-temporal (KNN-ST) [6] using real-world dataset [7] under the effect of the different number of sensing tasks [10, 15, 20] to verify the performance, where the performance matrix considered is the root means square error (RMSE) between predicted and actual value. To simulate the environment, we extract weather data, i.e., information about light, of one day from 1 am to 7 am from the Intel Lab dataset [6], where the interval between each data is 30 minutes. Furthermore, we assume that 70% of values are missing from the dataset. $\mu$, $\mu_0$, and $\sigma_0^2$ are set to the mean and variance of the observed data.

Table 1 shows the performance of the TF-DRP and KNN-ST when the number of tasks changes from 10 to 20. It can be seen that the error rate is lower in TF-DRP in all cases than KNN-ST because TF-DRP can capture the spatial-temporal correlation well using latent feature matrices. Furthermore, when the number sensing tasks increases, the error decreases as there are more samples for training the gradient descent in TF-DRP and for interpolation in KNN-ST.
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<table>
<thead>
<tr>
<th>Number of sensing tasks</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TF-DRP</td>
</tr>
<tr>
<td>10</td>
<td>0.213</td>
</tr>
<tr>
<td>15</td>
<td>0.142</td>
</tr>
<tr>
<td>20</td>
<td>0.132</td>
</tr>
</tbody>
</table>
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